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+ Founded in 2011

« Legal form is an Incorporated Association based in LI

+ Not for profit but for the joy of it

 Hardware, links and rackspace donated by sponsors

« Small recurring charges for 10G ports to keep it going

« Peers are encouraged to become members

« Dedicated technicians running the network and services
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RheintallX sites

Site Feldkirch (AT)
in the DC Feldkirch
* 6 regional ISPs
+ 3 companies
« own server infrastructure

+ K-root anycast node
(operated by RIPE NCC)

« DNS TLD anycast node
(operated by RcodeZero)



RheintallX sites

Site Feldkirch (AT) Site Eschen (LI)

in the DC Feldkirch in Telefonzentrale Eschen
* 6 regional ISPs - 8 regional/national ISPs
+ 3 companies * 1company
« own server infrastructure » own server infrastructure

+ K-root anycast node
(operated by RIPE NCC)

« DNS TLD anycast node
(operated by RcodeZero)
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Rheintalix sites

Site Gais AR (CH) Site Frauenfeld TG (CH)
in the RZ Ostschweiz in the DCTG

« 2 national ISPs + 1 national ISP

* 4 companies « O companies

« AS112 node
(operated by Pim)

* Quadg node

+ {D,E}-root nodes
(operated by PCH)

+ SwissIX Outreach link



Rheintal IX sites

Site Konstanz (DE)

in the DC Stadtwerk Konstanz
+ 2 regional ISPs
« 1academic network

+ own server infrastructure (planned)
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- Started with the project "around the lake” in 2021
« The plan is to have a 10G ring
« It took a lot of time to get the links in Vorarlberg (AT) sponsored

+ New sites in Bregenz (AT) and Friedrichshafen (DE) are on the
roadmap for this summer

« Still a missing link in Lindau



% Kiensosch Konstanz ot 2]
b ». N 1_OGbiVS Friedrichshafe r o
‘ 10GBiUs Lo
o > fenbach
°

w»
G
s@

’
2 g
, 10Gbit/s

e S Eonatkappel :Q‘Ho @‘Feldkirch i
SM; is




SwisslX outreach

Rheintal IX
AS58171

SwissIX

AS42476
SwissIX Outreach

« SwissIX Outreach Router peers with SwissIX RS and with our RS



SwisslX outreach

Rheintal IX
AS58171

SwissIX

AS42476
SwissIX Outreach

« SwissIX Outreach Router peers with SwissIX RS and with our RS
+ Mainly used by smaller regional ISPs



SwisslX outreach

Rheintal IX
AS58171

SwissIX

AS42476
SwissIX Outreach

« SwissIX Outreach Router peers with SwissIX RS and with our RS
+ Mainly used by smaller regional ISPs
- We expect traffic to increase when German ISPs come along
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+ We recently switched to Brocade MLXe switches on three sites
+ The remaining pops will follow shortly

* IPv4/MPLS/RSVP underlay with VPLS on top

« At least 20 x 10G and 20 x 1G interfaces available on each site

« Orchestrated provisioning of peer interfaces using IXPManager,
Ansible and gitlab

+ Already planning for higher bandwidth in the core

10



Stats from last year
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Technical incidents

+ Packet loss on link between Feldkirch and Eschen
* reason was a dirty fibre cable end

« Arandom reboot of a Catalyst 6503-E in Konstanz
 reason unknown

* RS prefix count above announced limit

+ reason was SwissIX RS announced way more prefixes
« communication problem

+ BFD session flapping on one MLXe

* reason was a broken SFP+ flushing the NP on the module with a
few millions packets/s

13
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Orchestration

+ IXPManagers REST API provides states of the peering interfaces
with several attributes

Ansible playbook collects that data for a switch and creates the
intended config of each interface in "connected” state

Manual gitlab pipeline, which requires a dry run first, to control
the configuration changes on the switch

- If that proves to be correct all the time, we consider to fully
automate it

14
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Orchestration challenges

« Ansible provides modules for many different network devices,
but every module behaves more or less different

+ Most of these modules are ssh’ing to the device, and send CLI
commands there

« The more sophisticated the CLI parser of the device is, the
luckier you are

+ 10S-XR is pretty good
 10S-XE works well, too, when you know the gotchas
« Ironware is ...weird...

15



Any questions?
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