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Backbone DDoS protection

Backbone protection is specific
= High number of up-links, network perimeter is wide
« Massive throughputs — dozens or hundreds of Gbps
» In-line solution is out of question!

Flow collection

DDoS detection
Routing control
Mitigation orchestration
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Detection based on flow analysis and out-of-path mitigation
« Simple and cost-efficient solution for backbones
« Prevents volumetric attacks to reach enterprise networks
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What i1s Flow Data?

Modern method for network monitoring — flow measurement
Cisco standard NetFlow v5/v9, IETF standard IPFIX
Focused on L3/L4 information and volumetric parameters
Real network traffic to flow statistics reduction ratio 500:1
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Flow-Enabled Devices

Network equipment (routers/switches)
« Traditional capability known for many years

.'c||l5.élo|. w I}::% Uﬂlper Alcatel- Lucent@ BROCADE=

NETWORKS

Firewalls, UTMs, load balancers, hypervisors
= Ongoing initiative of majority of vendors
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Packet brokers and matrix switches
= Convenient option o
G

IXIa CUBRO%

Gigamon — FIowmon




Attack Detection

For each segment, a set of baselines is learned from real traffic
Attack Is detected if the current traffic exceeds defined threshold

Baseline is learned for:
« TCP traffic with specific flags
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Attack Reporting

Attack list
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Response to Attack

Alerting
« E-mail, Syslog, SNMP trap

Routing diversion
« PBR (Policy Based Routing)
« BGP (Border Gateway Protocol)
« BGP Flowspec
« RTBH (Remotely-Triggered Black Hole)

User-defined scripting

Automatic mitigation
= With out-of-band mitigation devices
= With services of Scrubbing centers




DDoS Protection Scenario 1
Out-of-path Mitigatio
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Out-of-Path Mitigation

Dynamic Protection
Policy Deployment
incl. baselines and

attack characteristics

Anomaly Detectio
Mitigation
L Enforcement

Traffic Diversion via
BGP Route Injection

I\
Scrubbing center
L7780

Attack path Clean path
@ @ Protected Object 1
» =~ e.g. Data Center,
N o
’ Organization,
Service etc...

Flow Data Collection
Learning Baselines

Protected Object 2
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DDoS Protection Scenario 2
Mitigation with BGP Flowspec or RTBH
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BGP Flowspec or RTBH

Based on dynamic signature of the attack

Provides specific action to take with network traffic

BGP Flowspec rules are based on

« Destination Prefix
Source Prefix

IP Protocol
Destination port
ICMP type

ICMP code

RTBH is pure BGP

Flowspec rules

destination
- source

192.168.3.1/32
192.168.3.128/32

destination-port =135
protocol udp
Send Alert

¥ Change route
Enable mitigation
Suspect * Manual Automatic

Attack * Manual Automatic
Flowspec action @) | accept v
Maximal bandwidth m or ¥ automatic

discar d

Termination timeout rate-fimit infinity

discard v @

Start mitigation Close
L
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BGP Flowspec or RTBH Scenario

4 N
Sending specific
Route advertisement

|

Anomaly Detectio
Mitigation
Enforcement

via BGP FlowSpec
\. J

4 Dynamic signature: A
DstIP:1.1.1.1/32
Dst Port: 135
Protocol IP: 17
(UDP)

\_ Discard J

Protected Object 1
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Flow Data Collection
Learning Baselines

e.g. Data Center,
Organization,
. Service efc...
Attack '
1 ”’

Protocol IP: 17
(UDP)

Dropped traffic for
_______________ DstIP:1.1.1.1/32
"""" Dst Port: 135

Protected Object 2
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Demonstration
S Protection Deployed at Trenka Informatik AG

A EEEEEEEENEDR EEEEEEEEENER

= Flowmon

WM E  Driving Network Visibility



Trenka Informatik AG

Office in Zurich, more than 20 Years network experience
Backbone in 3 data centers in Switzerland, AS29655
Provide solutions for IT- and ISPs

Competent network team

Flowmon integrator

Contact

tel: 044 383 6307
e-mail: admin@trenka.ch

Dipl. Ing. HTL
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Summary

Flow data enable quick
detection and response to
DDoS attack (primarily
volumetric)

Appropriate aggregation
rates and sufficient detall

Detection and mitigation can
be automated

We can't get rid of all
attacks, but their impacts
can be reduced

Flowmon Dashboard X

& C | & Flowmon Networks as. [CZ] | https://flowmon.invea.com/fmd

Flowmon Flowmon Dashboard ~ ~

From

1dayago v To |Now

Overview Active Devices () [LDICHCN Default %) Mobile &  +

& Reports @ Top attacks per segment # | @ Attacks overview

Segment: DDOS_C2

Name Count 300
@ 200
= 2| 3
= E"ﬂ“\iHHHHHHHHHHHHI
n DDOS_C1 o 0 L
hop minimal traf o 12:00 16:00 20:00 0:00 4:00 8:00
| 4| EDp=iETmlEnEEE © Segment: hop - Manual threshold
n DDOS_C2 o 600
others. 5o
total .
12:00 16:00 20:00 0:00 4:00 8:00

\ for interval 017-0131 10, JJ & &

g 12:00 16:00

20:00 0:00

Hame Count 3 N

TCP SYN flood 1
TCP SYN ACK flood 1
TCP ACK FIN flood 1

16:00

Structure of Email Traffic Data for interval 20170131 10:32 -

20:00 0:00

2017-02.01 10:32

4100

@ Top attacks per type for segm... (&

Name:
R | TCP SN flood
BEE  TCP SYN ACK flood

WA | TCP ACK FIN flood

Segment: hop - minimal traf Data for interval 2017-01-31 1

S

Count

@ overview

150

for interval 2017-01-31 10.

Add new widget ...

I
MCMLLJL.Q,.A .

Protocol Maximal bits/s

Bitspersecond  Bytes

151K 737.9 7.63MiB

smtp

imaps 17.2K 719.8  7.44 MiB

0.1 7208

spop3

imap 0.0 80B

Total 1.5K 15.07 MiB

Add new widget ...

8:00
100
Segment: LAN_1 | & 50
0
‘ 12:00 16:00 20:00 0:00 400 8:00
.
00 Priority  Flows
B i 1M
- priority
L@ EEE Vedum 751K
priority
Low 160K
priarity

Legitimate 1.9 M

Data for interval 2017-01-31 1

Average ¢
i
lows

121
20 2
1.3
27 1

== FlOWMmMon

Driving Network Visibility



Thank you

Performance monitoring, visibility and security
with a single solution

Pavel Minarik, Chief Technology Officer
pavel.minarik@flowmon.com, +420 733 713 703

Flowmon Networks a.s.
Sochorova 3232/34

616 00 Brno, Czech Republic
www.flowmon.com
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