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So What Happens?
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Complexity in Traditional

Blade Server Environments
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Complexity?
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Unified Fabric in UCS and Nexus

Radically Simplified Network Access for Blades and VMs
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Consolidate with Unified Fabric
In UCS and Nexus

Easy to Manage
Done in Software
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Simplify with Fabric Extender Architecture
In UCS and Nexus

Single Point of Management Single Point of Management
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Unified Fabric in UCS and Nexus

Physical Servers and VM’s Connect Directly to the Network

Cisco® Fabric
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Cisco Fabric Extender Architecture:

Three Network Layers in One

/

Cisco® Fabric
Extender
Architecture

- Integrates three
layers of networking
Less complexity
Fewer devices

Fewer management
points

- Directly connects
servers to the network

- Directly connects Virtual
Machines to the
network

Cisco UCS
Fabric Interconnect

One Network
One Network Layer

Low Cost <= Network Wired for
Low Power Consumption Bandwidth, not
Zero Management Connectivity
Cisco Fabric Extender Cisco Adapter
FEX Technology
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Interface Card
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Combines Manageability of Physical Networks with the Scale of Virtual Networks



Result: Dramatic Cable Reduction
More Flexibility and More Efficient Power and Cooling

Traditional Cisco Unified
Blade Server Computing System
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What is different with UCS?




Single Unified System
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Single Unified System
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Cisco Unified Computing System

Powered by Intel® Xeon® Processors

TECHNICAL LEADERSHIP

Unified Infrastructure: compute,
networking, virtualisation, storage
access, management software

Management Automation: UCS
Manager and Service Profiles
across blade and rack servers

Ideal for enterprise applications:

proven for both bare metal and
virtualised enterprise deployments

Proven success with
» 53 world-record benchmarks
* Numerous awards

MARKET MOMENTUM

UCS $1.3 billion annualized

revenue run rate (CQ4-2011)

#2 US blade server market share
with 19%

#3 WW blade server market
share with 12%

Nearly 11,000 UCS customers

Over 250 Cisco UCS™ customers
in Switzerland

Last 6 months 70 new UCS
customers in Switzerland

BEST OF
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UCS Mobile Demo Rack

Rolls in to your Datacenter !
2 Power Plugs, 2 LAN Plugs, 2 SAN Plugs .....
and your LAN/SAN/Server Test-Architecture for hundreds of VM’s is ready in a couple of hours
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UCS works for Swiss SP
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Price-Tag see Flyer
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